A multi-etiology model of systemic degeneration in schizophrenia
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A B S T R A C T

We discuss the possibility of multiple underlying etiologies of the condition currently labeled as schizophrenia. We support this hypothesis with a theoretical model of the prefrontal–limbic system.

We show how the dynamical behavior of this model depends on an entire set of physiological parameters, representing synaptic strengths, vulnerability to stress-induced cortisol, dopamine regulation and rates of autoantibody production. Malfunction of such different parameters produces similar outward dysregulation of the system, which may readily lead to diagnostic difficulties for a clinician.

Techniques that provide a spectrum/profile of neural and steroid functions may be helpful in clarifying these diagnostic dilemmas.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

1.1. Schizophrenia. Disease or syndrome?

As defined today, schizophrenia is a serious chronic disorder, affecting about 1.1% of the population (over 65 million people worldwide, according to NIMH statistics). It is a source of unrelenting personal and social drama, and underlies debilitating problems from unemployment and long-time hospitalization to suicide.

As much as it would be beneficial to understand this disease and eliminate the torment it brings to human life, its cause is still unknown by research and its current treatment brings no reliable cure. The definition of schizophrenia itself is elusive, having been created by science (DSM-IV, 1994)—based on statistical behavior, rather than etiology—so as to somehow encompass all the complexities of a syndrome otherwise intractable. Progress has been made in understanding the effects of particular antipsychotics on some of the modules involved in the disease process, such as the dopaminergic or serotonergic brain systems, but the drugs that are being used may still treat the effects of the disease rather than its mysterious cause (Kapur and Mamo, 2005).

Indeed, as of today, the etiology of schizophrenia is still not understood. It clearly affects structurally and functionally various cortical and subcortical regions involved in cognitive, emotional and motivational aspects of behavior (Lawrie, 2003; Ananth, 2002; Staal, 2001; Andreasen, 1986). However, it seems that the days when schizophrenia was labeled as “brain sickness” are over. Its disease process has been shown to have much more extensive physiological effects, including endocrine (Ritsner et al., 2004) and autonomic (Mujica-Parodi and Yeregani, 2005) factors, and has been correlated to a plethora of somatic abnormalities, affecting aspects as thorough as autoimmunity mechanisms, and as simple as “eating your vitamins.”

In fact, “schizophrenia’s” heterogeneous set of symptoms (hallucinations, delusional beliefs, cognitive dysfunctions, thought disorder, emotional flattening, social withdrawal) is diverse enough to possibly represent a whole collection of diseases in their own right (Bruce and Turetsky, 2002). In addition, most of the illness’ signs and symptoms are not unique to schizophrenia and overlap with the symptoms of other mental conditions, such as major depression, bipolar mania, or post-traumatic stress disorder. In this context, newer research is gradually moving in the direction of altering the existing unreliable terminology, even toward entirely replacing it by a physiology-based system, optimizing predictive power (Andreasen, 2000; Jansson and Parnas, 2007; Peled, 2006).

Altogether, the diversity in symptomatology and the intractability of the disease’s etiology could in fact have a bona fide explanation: there are multiple etiologies of schizophrenia (Crow, 1980). It seems sensible to hypothesize that the cognitive and behavioral symptoms of schizophrenia are perhaps a generic outward psychopathological manifestation—much like “heart condition” in the somatic context—which could be produced and maintained by any of an entire collection of causes and mechanisms. Each etiology, although producing similar clinical symptoms, has however a different prognosis and should have a different diagnosis and most certainly a different treatment. This
is why it is clinically important to make these distinctions, and to strive for a novel organization of the psychiatric terminology (see Section 4.2). The novel criteria and classifications should be constructed to better assist in ascertaining the pathophysiological basis of schizophrenia and of its subgroups.

In order to make it linguistically easier to express clinical distinctions, we isolate a subcategory of the complex physiological abnormalities currently labeled as “schizophrenia.” We define “neoschizophrenia” to be a neurodegenerative disorder whose onset of symptoms occurs in the individual’s mid-30s and is primarily due to a stress-related vulnerability of prefrontal and limbic regions (as further explained in the next section).

1.2. Vulnerability and prefrontal–limbic dysregulation

Schizophrenia has many neurobiological features suggesting an underlying dysregulation of emotional arousal (Finlay and Zigmond, 1997; Williams et al., 2004; Ritsner et al., 2004). Significant research over the past decade has isolated the amygdala, the hippocampus and parts of the prefrontal cortex as the brain areas most relevant in the mechanisms of fear conditioning and emotion processing, and implicitly in the genesis of psychosis.

More specifically, it has been proposed that schizophrenic symptoms constitute an end-stage of a cyclic and neurodegenerative process, in which a hereditary predisposition (“vulnerability”, Nuechterlein, 1994) reduces the individual psychological threshold toward stimuli (Stamm and Buhler, 2001), to the point where even minor daily stresses will directly trigger psychotic experiences (Myin-Germeys et al., 2005). It has been further hypothesized and documented that the critical element in the physiological realization of this degeneration is the dysregulation of limbic regions. Specifically, this manifests as an imbalance between the two components of a feedback loop: (1) the top-down control provided by the cortical systems over subcortical areas involved in emotion and (2) the control of neromodulatory systems that in turn affect the cortex. For example, one possible view involves the ability of the hippocampus and prefrontal cortex to contextualize and inhibit activation of the amygdala, the excitatory module (Sotres-Bayon et al., 2004), which in turn drives a portion of the dopaminergic system via the nucleus accumbens. Outputs of the dopamine (DA) system modulate processing in the hippocampus and PFC, thus closing the feedback cycle (see Section 2). In this context, it is perhaps not surprising that schizophrenia has remained hard to understand, as a system governed by complex limbic interactions.

One line of current thinking (referred to in recent literature as the “stress-diathesis model”, Kaplan and Sadock, 1998) is that this vulnerability to stress in schizophrenia is based on a pre-existing prefrontal–limbic deficit (Medoff et al., 2001; Preston, 2005; Tammenga, 2006). More precisely, an impairment in hippocampal–prefrontal function may lead to decreased inhibition of the amygdala and subsequent higher arousal levels, even under minor stress. Through the hypothalamo-pituitary axis, the fear reaction triggers autonomic and endocrine effects (LeDoux, 2003), in particular increased cortisol levels (Sapolsky and Plotsky, 1990). These produce brain neurotoxicity (Weinberger and McClure, 2002) and further hippocampus damage (Pavlovs et al., 2002), at the level of neurogenesis (Herbert et al., 2006; Song and Herbert, 2005) and of hippocampal–PFC synaptic transmission (Cerqueira et al., 2007). This is possibly the main degenerative cycle in neuroschizophrenia, which the author has discussed in previous work (Rădulescu, 2008).

This cortisol neurotoxicity hypothesis is gradually gaining ground in current approaches to mental pathology (Walker et al., 2008). However, other mechanisms of prefrontal–limbic vulnerability have been proposed by biological and clinical studies, whose bases do not necessarily reside within the physiology of the brain. A similar central dysregulation (and subsequent outward psychosis) could be the result of a multitude of causes, including genetic dysfunctions, drug abuse, brain trauma, or even lack of proper nutrients from food (such as Vitamin B12 and folate, Ozcan et al., 2008; Haidemenos et al., 2007). These factors can all work toward altering brain parameters (such as inter-region connectivity/synaptic strengths, Konrad and Winterer, 2007; Seidman and Wencel, 2007), DA receptor dynamics (Laviolette, 2007), or the neuro-immune-endocrine interface (Hafner et al., 2005; Zhang et al., 2005) to a level which places the system in a mode of enhanced vulnerability to environmental pressure. We will argue that, although the outward effects of these factors can be similar to neoschizophrenia’s signs and symptoms, they represent distinct pathologies and should be recognized and treated as such.

One of the better known factors of somatic origin which is potentially responsible for psychotic behavior is autoimmunity (i.e., the inability of the body to suppress the production of antibodies aimed against its own structures). In this paper, we extend our previous model of limbic vulnerability to include the effects of autoimmunity on the prefrontal–limbic system. After a short introduction on autoimmunity and psychiatric manifestations of autoimmune conditions, we organize the rest of the paper as follows.

Section 2 describes the brain pathways and physiological mechanisms included in our paradigm, and constructs the mathematical model. Section 3 illustrates, using simulations1, the behavior of the model and its evolution in a few cases of interest. Section 4 relates this mathematical behavior with the brain pathophysiology, and places it within the context of identifying different potential etiologies for schizophrenia. Finally, Section 4.2 takes a glimpse into a possible future of psychiatric diagnoses and treatment, if based on such a temporal architecture modeling.

1.3. Autoimmunity—a road to psychosis

Basic and clinical experimental data have correlated autoimmune dysregulation to outward psychosis. To fix our ideas, we will consider a standard example of a systemic autoimmune condition: systemic lupus erythematosus (SLE). It affects mainly young people by attacking indiscriminately—with sudden, seemingly unpredictable flares—multiple organ systems, among which the brain. Neuropsychiatric manifestations have a prevalence of up to 75% in SLE (Stojanovich et al., 2007). Conversely, some (but not all) studies counting autoantibodies in the serum of schizophrenia patients have found high proportions of antibrain antibodies (Kuznetoza and Semenov, 1961; Fessel, 1962; Delisi et al., 1983; Henneberg et al., 1994) (see also the Discussion). However, despite this strong correlation between autoimmune abnormalities and central neurological and psychiatric problems, studies have not consistently proven any causality between the two phenomena, in either direction. It is quite possible that the disease system contains bilateral interactions between the immunity and central nervous subunits (Bongioanni, 1993), as well as other external modulations (e.g., from external stress (Gaughran and Welch, 2007) and the subsequent hypercortisolemia). These back and forth connections, as well as the subsequent overlap in the neuropsychiatric manifestations associated to dysfunctions of the two physiological modules, increase the potential for misdiagnosis (in the sense of misinterpretation of

---

1 All simulations were performed in MATLAB.
the symptoms when identifying the mechanisms responsible for them). The focus of this paper is on the possibility and importance of teasing apart the contribution of each such separate module, while still preserving the overall view of the whole functional ensemble.

Although not unexpected, this complexity complicates a possible global analysis that would lead to better understanding of the system. On the other hand, this understanding is clinically very important. Neurobehavioral symptoms of SLE—including depression, anxiety, psychosis, mania, cognitive dysfunction—have been more than once “misdiagnosed” as schizophrenia in a psychiatrist’s office (Arthritis Research Campaign, 1998). Clearly, it is of crucial importance to avoid confusions, since in such a case a treatment trial should be planned to match the physiological autoimmune condition, not just to alleviate the outward psychiatric symptoms with antipsychotic medication (Cohen et al., 2004).

As we have already mentioned, in autoimmune conditions such as SLE, the body produces autoantibodies, i.e., antibodies to its own tissues. It is thought that most forms of autoimmunity start up for no obvious reason, apparently by chance (Edwards and Cambridge, 1998), with the production of an autoantibody which, through a vicious cycle, stimulates its own production. One such example in SLE is the autoantibody that targets a complement system molecule called C1q, causing decreased apoptotic cell clearance, and thus facilitating more autoantibody production (Scolding and Joseph, 2002). This and other complexities suggest that lupus may be driven by a whole series of connected such antibody cycles, possibly themselves generated by low C1q levels.

Among the variety of autoantibodies produced in SLE, some are particularly dangerous to the central nervous system (CNS). Several studies have focused on isolating antibodies that target specific brain structures, such as neuronal membrane antigens, ribosomal proteins or endothelial surfaces. For example: antiphospholipid (an antiphospholipid) produces prothrombotic effects which lead to ischemia and infarction and eventually to neuronal death (Gharavi, 2001). Additionally, antienoide antibodies (Valesini et al., 2006) contribute to the general damage of vessel wall endothelium, thus weakening the blood–brain barrier and allowing easier penetration of other antibodies or neurotoxic factors from the blood into the CNS. Although most molecular mechanisms of CNS-directed autoimmunity are still under investigation, it is believed that, rather than irreversible cell death, the detrimental effects of some antineuronal antibodies on neural function (Brennihan et al., 1979) may be only transient. These effects include signaling, myelination (Kipnis et al., 2006; Jovanova-Nesic and Shoenfeld, 2007), synaptic plasticity, neurotransmitters (Moskowitz, 1989) and receptor dynamics.

The antineuronal antibodies most typical to lupus are anti-DNA antibodies, which act at the level of NMDA receptors (Omdal et al., 2005). For example, Kowal et al. (2006) developed a murine model of neuropsychiatric lupus based on autoantibodies that cross-react to the NMDA receptor. They further showed that these autoantibodies, as well as the corresponding ones obtained from the cerebrospinal fluid of lupus patients, impair cognition when they access the CNS through a breach in the blood–brain barrier. Abnormal synaptic remodeling due to this induced dysregulation in NMDA receptor trafficking provides a very plausible explanation for the same neuropsychiatric effects as the ones exhibited in disorders such as Alzheimer’s disease, cocaine addiction and schizophrenia (Zhang et al., 2008; Lau and Zukin, 2007). This is why in our model the effects of autoimmunity will be introduced at the synaptic level, as an impairment in transmission in certain neural pathways. Since our study is concerned with the brain dynamics between prefrontal and limbic regions of interest, understanding if and how they are targeted by autoimmunity is very useful. In this sense, we use recent results on the possible selective production of antibodies against specific brain regions (Rothermundt et al., 2001). Indeed, serum antibodies have been reported against a few regions, including the hippocampus (Ganguli et al., 1987; Kelly et al., 1987; Yang et al., 1994), the amygdala and frontal cortex (Henneberg et al., 1994).

Finally, it is very important to notice in our context that the classical SLE treatment plan is based on corticosteroid medication, due to its immunosuppressive effects (Denburg et al., 1994). Severe diffuse CNS manifestations, such as acute confusional state, generalized seizures, mood disorders and psychosis, generally require immediate corticosteroid administration (Sanna et al., 2008), and psychiatric symptoms tend to resolve within three weeks of treatment. On the other hand, hypercortisolemia (possibly through the neurotoxic effects on the prefrontal/hippocampal inhibitory module discussed earlier in the section) could itself cause a variety of psychiatric syndromes such as mania, depression, psychosis, anxiety, delirium (Cohen et al., 2004). It seems therefore crucial that a medication plan be finely tuned to correspond to the particular needs of each individual patient, since an overdose could lead to exactly the undesired symptoms that it aims to cure. This emphasizes yet again the importance of a sustainable and detailed enough diagnosis that would permit a correct treatment evaluation.

In the Discussion section, we will further interpret the potential interference of corticosteroid medication with the central and endocrine mechanisms that are believed to be responsible for psychosis in neoschizophrenia.

### 2. Methods—construction of the mathematical model

In our previous work (Rădulescu, 2008), we have related neoschizophrenia to a vulnerability of the inhibitory limbic/prefrontal module reinforced by neurotoxic effects of stress-induced hypercortisolemia. In this section we will describe a phenomenological model which, although still based on this limbic vulnerability, will also reflect some of the more subtle physiological mechanisms discussed in the Introduction. Since neither the stress/vulnerability cycle (described in Section 1.2), nor the effects of autoimmunity on brain function have been yet clearly quantified or understood, it would be very hard to construct an accurate mechanistic model, especially at the level of inter-region connectivity. However, while biologically such simplifications might overlook important detail, a simpler model is mathematically more desirable, since its analysis is actually tractable and potentially insightful. If constructed correctly, our simple model still addresses in a qualitatively plausible way not only the underpinnings of fear conditioning and extinction, but also the impact of autoimmunity on limbic processing and the effects of corticosteroids and antipsychotic medication which are generally prescribed for SLE and schizophrenia, respectively.

We start with a simpler case which does not include the effects of autoimmunity. First, we define our terminology and notations, and we elaborate this preliminary model. We then continue by explaining the underlying set of pathways and physiological rules on which we based our paradigm.

We represent the time activations of the amygdala, the hippocampus and the prefrontal cortex as three distinct variables \(a, p\) and \(h\), while a fourth variable \(d\) stands for the activation of the dopamine system, controlled via the nucleus accumbens (NAc) and the ventral tegmental area (VTA). In a data-driven model, one may observe the first three variables as discrete time-series of hemodynamic or electromagnetic responses—with the corresponding units (i.e., percentage BOLD signal change or microvolts, respectively). The fourth variable can be obtained similarly, based implicitly on the activity of the DA neurons in the NAc and VTA; in
animal models, extracellular levels of DA can be also measured, as fractions of the basal level expressed in mg/kg. The interactions between these variables are quantified by a (fairly large) collection of real positive parameters \( I, M, \mu_1, \mu_2, k_1, k_2, k_3, \gamma_1, \gamma_2, a_1, a_2, a, b, \beta, \xi_1, \xi_2 \) and \( \xi_3 \). We have chosen to represent the "direct" glutamatergic and GABA-mediated connections between regions in a linear fashion, consistent with our previous work. The indirect/slower acting influences (such as the neural effects of cortisol, autoimmunity triggered degeneration or dopamine-modulated activity) are all nonlinear terms (Raˇdulescu, 2008).

\[
\dot{a} = -\mu_1 a - k_1 p - \gamma_1 h + l
\]
\[
\dot{p} = k_2 a - \mu_2 (1 + \delta)p + \frac{\gamma_2}{a_1 C + 1} h
\]
\[
\dot{h} = k_3 (1 + \delta^2)p - a_2 C
\]
\[
\dot{\delta} = -\xi_1 (1 + \delta)a + \xi_3 (1 + \delta)p + \xi_3 (1 + \delta)h
\]

Aside from a self-modulatory inhibition \( -\mu_1 a \), the amygdala receives a constant environmental input \( I \) via thalamic pathways, and provides excitatory outputs \( k_2 a \) to the prefrontal cortex (Sotres-Bayon et al., 2004). Newer findings indicate that the basal lateral amygdala receives a stress-responsive dopamine projection from the ventral tegmental area (Lisman and Grace, 2005), and itself dampens the DA response in the NAc (Stevenson and Gratton, 2003). Outputs from the amygdala, through the hypothalamo-pituitary axis, also provide inputs for the endocrine and autonomic nervous systems, controlling indirectly the cortisol production in response to stress (Sapolsky and Plotsky, 1990).

In our model, we express the amygdala-controlled cortisol as a function \( f(\alpha, a) = \alpha e^{\alpha/\epsilon} + 1 \), so that any activation \( \alpha \) of the amygdala produces an increase from zero in the production of cortisol. This increase cannot exceed a saturation level \( \alpha \), independently of the level of stress. The stress-induced cortisol, together with corticosteroid-based medication \( M \), determine the levels of blood cortisol \( C = M + f(\alpha, a) \), whose known neurotoxic effects influence the structure and activity of the hippocampal/prefrontal inhibitory unit, as shown below.

The prefrontal cortex receives excitatory inputs \( k_2 a \) from the amygdala and strong excitatory hippocampal projections \( \gamma_2 h \) to the prefrontal limbic and infralimbic regions. The synaptic efficacy of this pathway is impaired by increased levels of blood cortisol (Cerqueira et al., 2007); to account for this, we have adjusted the corresponding term to \( (\gamma_2/\alpha_1 C + 1)h \). More recent research reveals the importance of dopaminergic modulation of the mPFC inhibition via GABA interneurons. Projections from the mPFC to the VTA (Brady and O’Donnell, 2004), together with a reciprocal dopaminergic pathway from the VTA to the mPFC, comprise the mesocortical circuit (Harte and O’Connor, 2004; Westerink et al., 1998). More precisely, the glutamate-containing pyramidal neurons, which are the target of VTA DA terminals, make synapses on non-pyramidal GABAergic inhibitory interneurons in the mPFC (Harte and O’Connor, 2004; Seamas et al., 2001). Abnormalities in GABA-ergic interneuron inhibition in mPFC have been related to schizophrenia in recent studies (Volk and Lewis, 2002; Tanaka, 2008). We have expressed this dopamine modulated self-inhibition as the term \( -\mu_2 (1 + \delta)p \).

The hippocampus directly inhibits activation of the amygdala \( (\gamma_2 h) \) and reinforces activity in the prefrontal cortex, supporting the process of memory formation and centralization \( (\gamma_1 h) \). In this process, the contribution of the DA system is again very important. The CA1/ventral subiculum (vSub) sends dense glutamatergic projections to the NAc, which are under a powerful DA neuromodulatory influence exerted by the VTA (Floresco et al., 2001). NAc directly projects to the VTA, and, in turn, the dopaminergic input from the VTA is known to enhance long-term potentiation in CA1 (Lisman and Grace, 2005). In addition, the hippocampus receives modulations from both the amygdala (cortisol-neurotoxic inhibition \( -\gamma C \)) and the mPFC (excitatory modulation through multineuronal entorhinal and perirhinal pathways \( k_3 (1 + \delta^2)p \), where the factor \( (1 + \delta^2) \) signifies the dopamine-modulated LTP enhancement in CA1).

The dopamine system receives dopamine-modulated inputs from all three prefrontal–limbic areas, as shown by the fourth equation, in which the strengths of these modulations are proportional to the parameters \( \xi_1, \xi_2 \) and \( \xi_3 \).

As mentioned in the introduction, the large variety of autoantibodies and the complexity of their effects are not very well differentiated by research, and are therefore difficult to capture in all detail. So, in order to conveniently extend our model to encompass autoimmunity, we focused on its effects at the level of amygdalar and hippocampal synaptic transmission, since these structures and areas have been particularly shown to be affected by autoimmunity in SLE (Henneberg et al., 1994; Kelly et al., 1987; Yang et al., 1994). We consider the level of antineuronal autoantibodies to be modeled by an exponential increase in time: \( B(t) = e^{\beta t} \). Here \( \beta \) is the exponential growth rate that reflects the self-enforcing vicious cycle of autoantibody production, and \( C \) is in the blood level of cortisol, which slows down (without completely stopping) this production (Ball, 2006; Hong et al., 2007). With these additions, the system becomes

\[
\dot{a} = -\mu_1 a - k_1 p - \gamma_1 h + l
\]
\[
\dot{p} = k_2 a - \mu_2 (1 + \delta)p + \frac{\gamma_2}{a_1 C + 1} h
\]
\[
\dot{h} = k_3 (1 + \delta^2)p - a_2 C
\]
\[
\dot{\delta} = -\xi_1 (1 + \delta)a + \xi_3 (1 + \delta)p + \xi_3 (1 + \delta)h
\]

Note that, through the parameters \( \mu_1, \mu_2, k_1, k_2, k_3, \gamma_1, \gamma_2, \xi_1, \xi_2, \xi_3 > 0 \), the brain region interactions, represented by the linear terms of the system, reflect the excitatory/inhibitory character described earlier in this section.

3. Results—analysis and simulations

Generally, the mathematical analysis of such a system could be cumbersome. Considering the large number of parameters that can be varied independently, we expect the behavior of the system to change with these parameters’ variations and exhibit complex transitions (e.g., fold-Hopf or Bautin bifurcations, Guckenheimer and Holmes, 1990; Izhikevich, 2006) at particular critical values. In future work, we plan to focus around such detailed analyses, and on numerical computation of critical bifurcation parameters when theoretical approaches are not possible. However, the purpose of this paper is not to build a complete quantitative analysis of the model we have constructed, especially since the model itself is not uniquely defined physiologically (most pathways, modulations and parameter values are still under investigation). We will instead adopt here a less precise, but rather more descriptive approach, aimed at illustrating basic ideas, such as the possible multitude of etiologies that underlie schizophrenic outward symptoms.

In this section, we fix a set of plausible initial states, and we simulate the time evolution of these states under particular combinations of parameter values. Since we are mainly interested in the levels of prefrontal–limbic activations over time, and since it is convenient to pick a two-dimensional slice for our graphic
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2 We considered a neighbourhood of initial conditions around the ideal "resting state" \((a, p, h, o) = (0, 0, 0, 0)\). To fix ideas, we initiated all our plots at the vectors \((0,0,0.0,0.5), (0,0,0.1,0.7)\) and \((0,0,0.2,0.8)\).
illustrations, we plot all trajectories in the two-dimensional phase-space \((a,p)\).

As promised, we investigate the phase-space transformations of the system under changes of the physiological parameters. Since the parameter space of the model is fairly large, we focus on the parameters which are suspected to be responsible for emotional dysregulation (from mild anxiety to psychosis), while keeping the other parameters fixed. In the context of our model, we equate this dysregulation with an instability in the system, resulting in wide swings of the prefrontal–limbic activation levels, and the corresponding erratic behavior. As in our previous paradigm of emotional dysregulation, we interpret convergent (or at least bounded) trajectories to be the “normal” activation pattern, even when they stabilize to a perpetual oscillation rather than an equilibrium. In our previous work, we considered wide, but stable oscillations to be a sign of trait anxiety rather than a mark of a psychotic mental disorder. It is when these oscillations get more dramatic in time (i.e., when the trajectories are being repelled away from an equilibrium or cycle) that we interpreted the system’s behavior to bare the signature of psychosis (Rađulescu, 2008). This is a plausible view, since functional units of the brain will then continue to periodically enter psychotic ranges of hyper or hypo-activation and thus produce the eminent positive or negative symptoms.

### 3.1. Model behavior without autoimmunity

As a start, we verify that this extended paradigm is consistent with our prior modeling results (Rađulescu, 2008), in which we have considered the behavior of a two-dimensional prefrontal–limbic system under perturbations. In accordance to this prior work, we interpret the strength of amygdalar self-inhibition to be the “normal” activation pattern, even when they stabilize to a perpetual oscillation rather than an equilibrium. In our previous work, we considered wide, but stable oscillations to be a sign of trait anxiety rather than a mark of a psychotic mental disorder. It is when these oscillations get more dramatic in time (i.e., when the trajectories are being repelled away from an equilibrium or cycle) that we interpreted the system’s behavior to bare the signature of psychosis (Rađulescu, 2008). This is a plausible view, since functional units of the brain will then continue to periodically enter psychotic ranges of hyper or hypo-activation and thus produce the eminent positive or negative symptoms.

The synaptic impairment due to autoimmunity, as introduced in this model, depends directly on two quantities: the exponential growth rate of antibody production \(\beta\) and the blood levels of cortisol \(C\), which acts as an immunosuppressor. Figs. 5 and 6 illustrate how corticosteroid medication works to reduce the psychiatric effects of autoimmunity.

For all panels of Fig. 5, the growth rate was fixed to \(\beta = 0.01\). Fig. 5a shows that when no medication is administered \((M = 0)\) the trajectories do not stabilize. When medication is increased to \(M = 3\), the system stabilizes locally, so the effects of autoimmunity are at least temporarily counteracted (Fig. 5b). When \(M\) is increased over a certain threshold, the neurotoxic effect of cortisol prevails over its immunosuppressive effect, and the system becomes again unstable. This is shown in Fig. 5c, where the medication has been increased to \(M = 6\), which is too high a dose for the respective antibody growth. It seems that for larger growth rates, this critical range—in which medication works toward stabilizing the system—disappears. For \(\beta = 0.1\), we have increased dosage up to \(M = 15\), with no beneficial effect on the system’s behavior at any intermediate stage (not shown). Furthermore, if the system has an a priori prefrontal–limbic vulnerability (i.e., for \(a_1\) and \(a_2\) large enough, e.g., \(a_1 = 5\) and \(a_2 = 2.62\)) in addition to the autoimmune overproduction, medication in any quantity does not help either, but rather enhances the already existing instability. These suggest that corticosteroid medication would not only help, but rather further hurt individuals with neoschizophrenia, even though the same medication would be beneficial for treatment of a possible coexisting autoimmune condition.

We finally note that, unlike in the original model (Fig. 3), when introducing excessive autoimmune growth, simply decreasing \(\xi\) no longer forces the trajectories to converge (Fig. 6). In other words, while a lower drive of the dopamine systems had a stabilizing effect in the simplified model, in the extended model a similar decrement in dopamine modulation cannot by itself compensate in the long run for the effects of dysregulated autoimmunity. On the other hand, a slight increase in cortisol levels seems to do that successfully, as long as the dysregulation is not excessively pronounced (Figs. 5a and b). This suggests that treating the psychiatric symptoms of an autoimmune condition
Fig. 2. The three panels show the evolution of the three fixed trajectories in the two-dimensional phase-slice \((a, p)\). The color of the curve changes gradually from red to blue as time progresses. We have fixed: \(\mu_2 = 2, k_1 = 2, k_2 = 2, k_3 = 1, \gamma_1 = 2, \gamma_2 = 1, \alpha = 1, a_1 = a_2 = 1, \xi = \xi_1 = \xi_2 = \xi_3 = 2, I = 1, \beta = 0\) and \(M = 0\) (i.e., no autoimmunity or cortisol-based medication). The parameters correspond to a “normal” functioning regime. (a) \(\mu_1 = 1.4\); the trajectories are attracted to a point. (b) \(\mu_1 = 1\); the attractor is switching from a point to a cycle. (c) \(\mu_1 = 0.21\); the cycle is still locally attracting, although with a slower time constant, forcing the trajectories to stabilize to a regime of oscillations. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. We plot the trajectories in \((a, p)\) starting at the same initial points, with the same color coding. In all three panels, we fixed: \(\mu_2 = 2, \mu_2 = 2, k_1 = 2, k_2 = 2, k_3 = 1, \gamma_1 = 2, \gamma_2 = 1, \alpha = 1, \xi = \xi_1 = \xi_2 = \xi_3 = 2, I = 1, \beta = 0\) and \(M = 0\) (i.e., no autoimmunity or cortisol-based medication). (a) \(a_1 = a_2 = 1\). The trajectories are attracted to a point. (b) \(a_1 = 5\) and \(a_2 = 2\). The trajectories are attracted to a cycle. (c) \(a_1 = 5, a_2 = 2.62\). The local stability of the cycle has changed, and the trajectories are now repelled outward.

Fig. 4. We plot the trajectories in \((a, p)\) starting at the same initial points, with the same color coding. In all three panels, we fixed: \(\mu_2 = 2, \mu_2 = 2, k_1 = 2, k_2 = 2, k_3 = 1, \gamma_1 = 2, \gamma_2 = 1, \alpha = 1, \xi = \xi_1 = \xi_2 = \xi_3 = 2, I = 1, \beta = 0\) and \(M = 0\) (i.e., no autoimmunity or cortisol-based medication). (a) \(a_1 = a_2 = 1\), same as in Fig. 3a, but the dopamine receptivity has been increased to \(\xi = 3.5\), causing an increase in the amplitude of the stable oscillations. (b) \(a_1 = 5\) and \(a_2 = 2\), same as in Fig. 3b, but the dopamine receptivity has been again been increased to \(\xi = 3.5\) (c) \(a_1 = 5\) and \(a_2 = 2.62\), same as in Fig. 3c, but the dopamine receptivity has been lowered to \(\xi = 1\), rendering the otherwise dysregulated system more stable.
with DA-antagonists (antipsychotics) is irrelevant, and that corticosteroids (increasing M) should be in this case the recommended treatment. In the Discussion section, we offer a more detailed explanation of this phenomenon within the context of antipsychotic and immunosuppressant medication.

4. Discussion

Although this model’s phenomenological nature makes it too broad to directly apply it in clinical situations in its present form, it should be rather viewed as a sign that this approach could become ultimately useful. Current data collection and analysis are advancing toward better quantitative estimates of functions and parameters required for such models. Our theoretical paradigm encourages perfecting such techniques, and—if needed—could suggest new ways of data collection and interpretation. A back-and-forth dynamic combination of theoretical methods—molding the experimental paradigms—and clinical data—validating the theory—could finally lead to a quantitative assessment toolbox for disorders such as schizophrenia. Sections 4.1 and 4.2 will address some of these issues further.

Meanwhile, our model shows how a brain network involved in emotional processing, fear conditioning and extinction can switch from normal to dysregulated behavior when certain functional parameters are changed. More importantly, our paradigm shows how seemingly similar signs of dysregulation could correspond to malfunction of totally different parameters, i.e., they could be manifestations of totally different types of physiological impairment. This goes hand in hand with our hypothesis of multiple etiologies of psychosis, as described in the Introduction section. We would therefore like to interpret here more thoroughly our results that support this idea.

In our previous two-dimensional approach (Rădulescu, 2008), we have already discussed some of the effects of perturbing the amygdalar self-inhibition $\mu_1$ and the cortisol vulnerability coefficients $a_1$ and $a_2$. While we associated the linear coefficient with the individual’s trait anxiety, the vulnerability parameter reflected the degree of nonlinearity, which we believe to be the key determinant of the disease process. Our new computations confirm and extend these prior results. The loss of stability with the decrease of amygdalar self-inhibition reaffirms the importance of this inhibition in maintaining a well-regulated limbic–prefrontal system. Lack of proper such inhibition may lead to a
less efficient return to baseline after a stressor. On the other hand, a dysregulation in the inhibitory feedback loop produced by increased vulnerability to stress (larger $a_1$ or $a_2$) may cause time evolutions to never converge, thus leading to ranges of brain activations compatible with psychotic behavior (Rădulescu, 2008).

As an extension of this paradigm, we introduced here explicitly the effects of the dopamine modules, which are known to be very important in the genesis of psychosis. We observed that an increase in the dopaminergic modulation could produce a dysregulation in the system's evolution which is almost indistinguishable from an increase in vulnerability to cortisol. This effect corresponds to the well-known fact (which lies at the very basis of the pharmacology of antipsychotics, Awouters and Lewi, 2007) that dopamine antagonists alleviate (without definitively curing) psychotic symptoms. In the same direction, we also noted that a dysregulation in our system caused by increased prefrontal/hippocampal cortisol vulnerability can be compensated by decreasing the dopamine responsiveness, i.e., by administration of dopamine antagonist medication. This is also in full accordance with the theory of existing medical treatment for schizophrenia. The rest of the discussion will focus on the impact of autoimmunity. The game of autoimmune regulation is governed by the exponential growth rate of the autoantibody production. This rate can be effectively decreased by boosting the blood cortisol levels, e.g., by administration of corticosteroids. This slows down the exponential growth and implicitly lowers the detrimental effects of the antibodies on the brain. The corticosteroid treatment of defective autoimmunity works only to some degree, since an excess of cortisol can push the system into the opposite range of instability, due to hypercortisolism. Indeed, recent studies have revealed that psychosis in SLE can appear as a secondary effect of medication, and that this psychosis is clinically indistinguishable from primary SLE psychosis (Cohen et al., 2004).

In general, however, corticosteroid medication works well if administered correctly in SLE (Shanahan and Kimberly, 2004). A very important message of our model is that, in the case of an actual autoimmune disorder, antipsychotics cannot be regarded as a substitute or alternative to immunosuppressants. This emphasizes once more the importance of teasing apart the different mechanisms underlying psychosis, and of assigning medication customized to fit the particular corresponding malfunction. In our case, misdiagnosing SLE as neoschizophrenia, which probably happens more often than we know (Arthritis Research Campaign, 1998), would lead to administering classical antipsychotic medication to a person suffering from an autoimmune condition. This is very ineffective, even detrimental, given the side effects of all antipsychotics. The consequences of the converse misdiagnosis of neoschizophrenia as SLE would be even more dire, since corticosteroid medication assigned to a person with a vulnerability to cortisol would readily enhance the already manifest psychosis.

Finally, this mechanism provides a good example of an instance where two different drugs, administered to patients with similar outward symptoms, may achieve different clinical outcomes. This is not the only psychiatric context in which such questions have been raised. A more elaborate model could perhaps encompass other such phenomena, such as the similar effects that dopamine agonists and dopamine antagonists seem to have as treatment to certain psychotic symptoms (Strange, 2008).

4.1. Limitations and future work

One specific problem that has been pointed out in both our previous and current paradigms is that the psychotic symptoms we describe and model are not necessarily specific to schizophrenia, and could be considered common to other conditions of central emotional dysregulation. However, this problem is more of a linguistic tautology, since it is the psychiatric diagnostic itself that we are challenging. That is why we chose our own more restrictive, biology-based definition for “neoschizophrenia” in this paper, in which psychosis is a primary result of prefrontal–limbic vulnerability to stress.

A more serious drawback comes from the fact that the physiology described by phenomenological models can only capture a very rough qualitative picture. Our current model in particular does not have the quantitative attributes that would make it applicable as is towards clinical diagnosis. More generally in fact, at this point in psychiatric research, modeling cannot be considered the final answer, but rather only a step towards a better understanding of the problem and its complexity. Clearly, there can always be a better model. A mechanistic model accurate enough to be used for clinical decisions would need to not only be supported with more precise physiological information, but also to address other serious concerns raised by handling biological data (such as subject variability, signal-to-noise ratio, the non-deterministic trends in the system, Paulus and Braff, 2003). Such a model would have to be organized on multiple levels of complexity and comprise several spatial and temporal scales, while remaining mathematically tractable. We believe that this task can only be solved through a cross-talk between experimental research and model theoretical and computational efforts. Psychiatric modeling is a science that should evolve interactively with the progress in experimental methods.

In this context, the state of the current experimental data is at a crossroad. Take for instance our paradigm of immunity-based psychosis. On one hand, research of both physiology of mental illness and autoimmunity mechanisms has accomplished great progress in the past few decades. On the other hand, knowledge of both autoimmunity and schizophrenia—specifically that of antibodies against brain structures of neurons and glial cells—is still controversial. The first steps to understanding how antigen–antibody pathology might play in mental illness has been established by animal research (Williams and Schupf, 1977), which is unquestionably relevant to human pathophysiology. In clinical research, while some found serum antibrain antibodies in 28–95% of studied schizophrenics (Kuznetoza and Semenov, 1961; Fessel, 1962; DeLisi et al., 1985; Henneberg et al., 1994), others were unable to reproduce these findings (Rubin, 1965; Logan and Deodhar, 1970; Ehrnst et al., 1982).

To end this discussion on a constructive note, we would like to propose here two useful approaches toward a mechanistic model, which are the basis of our future work. They target two different spacial and temporal scales, and rely on two totally different types of datasets: human brain imaging data and neural network dynamics in animal models. Ideally, the results of these two halves would ultimately agree into one whole consistent picture.

On one hand, emerging technologies of measuring physiological parameters such as brain activation (fMRI, NIRS, MEG) or autoimmunity (Rothermundt et al., 2001; Ely et al., 2008) offer novel means of experimental investigation. Such methods have spurred a new culture of parameter-identification and other techniques of quantitative evaluation of imaging data (such as dynamic causal modeling (Kiebel et al., 2007), or computation of dynamical invariants, Rosenstein et al., 1993). These are appropriate to be used and should be used to (1) create and validate more realistic structural models at the ROI level and (2) compute dynamic invariants that characterize in a very compact form the dynamics of ROI interactions. These invariants can be ultimately used for clinical evaluations (see Section 4.2). In most contexts (such as autoimmune dysregulation and its psychiatric effects),
these techniques have not yet been exploited at their fullest (Cohen et al., 2004).

On the other hand, novel animal research has been assembling increasingly better documented models of the mechanisms acting in schizophrenia. For example, the experimental models developed in methylazoxymethanol acetate (MAM) rats by Lodge and Grace (2007) “recapitulate a pathodevelopmental process leading to schizophrenia-like neuroanatomical and behavioral phenotypes”. While previous attempts to produce an animal model of schizophrenia had relied on developmental disruption, the model proposed by Lodge and Grace (2007) is based on the administration of a DNA methylating agent (methylazoxymethanol acetate) to pregnant females during gestation. The adult offspring show anatomical changes (thinning of limbic cortices with increased neuronal packing density), disruption of rhythmic activity in frontal cortex and a plethora of behavioral deficits similar to those observed in schizophrenia patients. Among the observed behavioral effects are: decreased prepulse inhibition of startle, disruption in learning new responses, errors in latent inhibition, increased responses to amphetamine, increased sensitivity to stress, executive behavioral impairment, and social impairment. Using this model, the authors further demonstrated the presence of a hippocampal dysfunction that led to DA system hyper-responsivity (Florencio et al., 2001; Lodge and Grace, 2006, 2007).

Altogether, the Lodge–Grace experimental model provides new insights into understanding the role of these systems in the pathophysiology of schizophrenia and is particularly well suited for a dynamical systems analysis. The author’s current work includes posing and interpreting this model in a mathematical context. The results could profitably clarify and complement the ones delivered by larger-scale (clinical or theoretical) models in humans.

4.2. The future of diagnosis

Based on the novel quantitative approaches to psychophysiology and psychopathology, one concept which has recently started to gain ground is temporal architecture profiling (Rădulescu, 2008; Peled, 2006). Profiling could complement, perhaps even totally eliminate the current diagnosis assignment, which is not only unreliable and incompatible with multiple etiologies, but also socially undesirable and stigmatizing. This could finally mean assembling a quantitative assessment toolbox for schizophrenia. The dynamical “brain profile” of a particular patient or high-risk individual could be created—possibly from a set of clinically measurable parameters—describing physiological features such as brain interactions, or stress vulnerability. This profile could then be compared against a multidimensional, continuous profile chart, constructed based on common statistics. The individual would thus be placed in the right locus of risk/vulnerability, which would facilitate predictions and help assign the most appropriate treatment.

Such theories have already started to emerge in psychiatric literature. Peled (2006), for example, proposed a brain profiling chart based on three dimensions: neural complexity disorders, neuronal resilience insufficiency and context-sensitive processing decline. Relevant equations would be used to calculate and normalize the different values attributed to relevant brain disturbances. The first dimension relates to disturbances occurring to fast neuronal activations and incorporates connectivity and hierarchical imbalances. The second dimension relates to disturbances that alter long-term synaptic modulations, and incorporates disturbances to optimization within neuronal circuitry. Finally the third dimension refers to the level of internal representations.

In the same direction of thinking, our previous work suggests an example of rudimentary profiling based on two dimensions: the amygdalar self-inhibition $\mu_i$ and the level of nonlinearity of the prefrontal–limbic system, measured by the Lyapunov number $\sigma$ (Rădulescu, 2008). Our current model suggests that a better classification could be obtained from considering a multi-dimensional profile, for example, in the parameter space $(\mu_i, a_1, a_2, \zeta_b, \beta)$. This view of psychiatric diagnosis is still in its cradle, but it offers great promise and testable predictions about the etiology of mental disorders. It uses time trajectories, which intrinsically encompass the clinical history of the patient. It is also physiology-based, so it relies on brain imaging investigations which are much more precise than behavioral assessments.

Brain profiling diagnosis could be a pioneering step towards a reformulated psychiatry. However, much work still needs to be done in understanding the mechanisms and the varieties of schizophrenia. Modeling techniques, based upon combined experimental approaches (from genetics to imaging and endocrine measures) may offer the best long-term pay-off.
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